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Abstract

Random dispersal describes the movement of organisms between adjacent spatial
locations. However, the movement of some organisms such as seeds of plants can occur
between non-adjacent spatial locations and is thus non-local. We propose to study a
mixed dispersal strategy, which is a combination of random dispersal and non-local
dispersal. More specifically, we assume that a fraction of individuals in the population
adopt random dispersal, while the remaining fraction assumes non-local dispersal. We
investigate how such mixed dispersal affects the invasion of a single species and also
how mixed dispersal strategy will evolve in spatially heterogeneous but temporally
constant environment.
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1 Introduction

Dispersal of organisms has important consequence for population dynamics [4, 16]. In-
dividual organisms disperse to search for food, to breed, to avoid predators, and etc.
Dispersal usually means the movement of organisms from one location to another, and
there are many forms of movement, e.g., random dispersal and non-local dispersal. The
underlying mathematical assumption for random dispersal is that organisms can only
move to its immediate surrounding neighborhood and the transition probabilities in all
directions are the same. One of the pioneering works in studying random dispersal is [40].
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See [1, 39] for more recent developments on the role of dispersal in biological invasions.
Non-local dispersal, which is typical for the spatial spread of seeds of plants, assumes that
organisms can travel for some distance and the transition probability from one location to
another usually depends upon the distance the organisms traveled. For more background
on non-local dispersal and related topics, see, e.g., [9, 28, 30]. There have been extensive
studies on nonlocal diffusion models in recent years, almost exclusively for single species
[2, 3, 5, 6, 7, 8, 10, 11, 12, 14, 24, 26, 27, 31, 33, 34], but see [20, 25] for two species.
In this paper we propose to study a mixed dispersal strategy, which is a combination of
both random dispersal and non-local dispersal. More specifically, we assume that a frac-
tion of individuals in the population adopt random dispersal, while the remaining fraction
assumes non-local dispersal. Our main goal is to investigate how the mixed dispersal af-
fects the invasion of a single species and how the mixed dispersal strategies will evolve in
spatially heterogeneous but temporally constant environment.

We assume that the environment will be spatially inhomogeneous and periodically
varying in space. To facilitate our discussions, let pi > 0 for 1 ≤ i ≤ N . Set p =
(p1, ..., pN ). We say that a function θ in R

N is p-periodic if θ(x1, ..., xi + pi, ..., xN ) = θ(x)
for every x ∈ R

N and 1 ≤ i ≤ N . For the rest of the paper we will simply write
θ(x+p) = θ(x) to indicate that θ is p-periodic in R

N . SetD := (0, p1)×(0, p2)×···×(0, pN ).
Define a nonlocal operator K : C(D̄) → C(D̄) by

(Kw) (x) :=

∫

RN

k(|x− y|)w(y)dy − w(x),

where w is p-periodic in R
N , and the scalar function k(r) : [0,∞) → [0,∞) is assumed

to be smooth, monotone decreasing and has compact support. Moreover, k(r) satisfies
1

ωN

∫∞
0 k(r)rN−1 dr = 1, where ωN denotes the area of the unit sphere in R

N . Note that
k(|x− y|) is the probability of a non-local dispersing individual moving from location x to
location y.

We first consider the invasion of a single species which adopts a combination of random
dispersal and nonlocal dispersal, in an environment which is temporally constant and
periodically varying in space. The formal derivations from Section 2 yield the following
integro-partial differential equation model for a single species:

∂w

∂t
= d
[

τ∆w + (1 − τ)Kw
]

+ wf(x,w), t > 0, x ∈ R
N (1.1)

where w(x, t) denotes the density of species at location x and time t, ∆ =
∑N

i=1 ∂
2/∂x2

i

is the Laplace operator in R
N which accounts for random dispersal of species, d is a posi-

tive constant which measures the total number of dispersal individuals per unit time, and
the constant τ measures the fraction of individuals adopting random dispersal: τ = 0
corresponds to the scenario when all individuals adopt non-local dispersal, while τ = 1
represents the case when all individuals adopt random dispersal. We assume that τ ∈ (0, 1]
unless otherwise specified. The function f represents the growth rate of the species and
is assumed to be continuous differentiable in all components. We assume that the envi-
ronment is periodically varying in space by imposing that f is p-periodic in x component,
i.e. f(x+ p,w) = f(x,w).

Consider the invasion of a single species governed by (1.1) subject to the periodic
boundary condition:

w(t, x) = w(t, x + p), t > 0, x ∈ R
N . (1.2)

2



It is determined by the sign of the principal eigenvalue, denoted by λ1(d, τ, q), of the linear
eigenvalue problem

{

−d
[

τ∆ϕ+ (1 − τ)Kϕ
]

+ qϕ = λϕ in R
N ,

ϕ(x) = ϕ(x+ p) in R
N ,

(1.3)

where function q(x) := −fw(x, 0) and is thus also p-periodic (see Proposition 3.3 for the
existence and characterization of λ1(d, τ, q)). If λ1 is positive, then the equilibrium solution
w = 0 of (1.1)-(1.2) is stable and the species can not invade when rare. If λ1 is negative,
the equilibrium solution w = 0 is unstable and the species can invade when rare. Hence,
the smaller λ1, the easier for the species to invade. Therefore, it is of interest to study
the monotonicity of λ1 with respect to parameters d and τ . Given any τ ∈ (0, 1] and
non-constant q, one can show that λ1(d, τ, q) is strictly monotone increasing in d by the
variational characterization of the principal eigenvalue. However, it is unclear whether
λ1 is also monotone in τ . In this connection, we first establish some general comparison
results for λ1 in terms of both d and τ .

Theorem 1.1. Suppose that q is non-constant, 0 < τ1 ≤ τ2 ≤ 1, and d1, d2 > 0.

(i) If
d1

d2
<

1 + [2π2/(max1≤i≤N pi)
2 − 1]τ2

1 + [2π2/(max1≤i≤N pi)2 − 1]τ1
, (1.4)

then λ1(d1, τ1, q) < λ1(d2, τ2, q).

(ii) If
d1

d2
>
τ2
τ1
, (1.5)

then λ1(d1, τ1, q) > λ1(d2, τ2, q).

The following result is an immediate consequence of part (i) of Theorem 1.1 for the
case d1 = d2.

Corollary 1.2. For any given d and non-constant q, if max1≤i≤N pi <
√

2π, λ1(d, τ, q) is
a strictly increasing function of τ for τ ∈ (0, 1].

Corollary 1.2 implies that when the period is suitably small, the smaller τ is, the smaller
λ1 is, and thus the easier for the species to invade. Biologically, small period corresponds
to the scenario when the habitat is fragmented as the environment (e.g, habitat quality)
has larger spatial variation. As smaller τ corresponds to the situation when the species
has more tendency to adopt nonlocal dispersal, a consequence of Corollary 1.2 is that if
the habitat is fragmented, it is advantageous for the species to adopt non-local dispersal
in order to invade successfully.

It is natural to inquire whether λ1 is always a strictly increasing function of τ . Both
analytical example in Subsection 3.2 and numerical examples in Section 5 suggest that
if the period is suitably large, λ1 is not necessarily a monotone increasing function of τ .
This suggests that when the habitat is not fragmented and the environment has small
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spatial variation, adopting random dispersal could potentially be more advantageous for
the invasion of a single species.

To further study the effect of mixed dispersal strategy on the invasion of species, we
adopt an approach which is similar to that of Hastings [17]. We consider an integro-
partial differential equation model for two competing species which are identical in their
population dynamics except for their dispersal strategies: both species disperse by mixed
dispersal which is a combination of random diffusion and non-local dispersal, but with
different random dispersal and non-local dispersal rates. To be more specific, we consider
the two species competition system















∂u
∂t = du

[

τ1∆u+ (1 − τ1)Ku
]

+ u [a(x) − u− v] in (0,∞) × R
N ,

∂v
∂t = dv

[

τ2∆v + (1 − τ2)Kv
]

+ v [a(x) − u− v] in (0,∞) × R
N ,

(1.6)

complemented with periodic boundary condition

u(t, x+ p) = u(t, x), v(t, x + p) = v(t, x), (t, x) ∈ (0,∞) × R
N , (1.7)

where functions u(t, x), v(t, x) are the densities of two species, du, dv > 0 are their dispersal
rates, respectively. Biologically, τ1, τ2 account for the probability of individuals of species
u and v to adopt random diffusion, respectively; 1− τ1, 1− τ2 account for the probability
of individuals of species u and v to adopt non-local dispersal, respectively. The function
a(x) represents the habitat quality and we assume that a(x) is non-constant, positive and
p-periodic in R

N to reflect the spatial inhomogeneity of the environment. We assume that
0 < τ1, τ2 ≤ 1, unless otherwise specified.

We first review some previous works related with system (1.6). Some of previous works
focus on Neumann boundary conditions instead of the periodic boundary condition (1.7).

• When τ1 = τ2 = 1, system (1.6) reduces to the pure random dispersal case and was
studied in [13]; see also [17]. It is shown in [13] that if du < dv, then for any positive
initial data, u(x, t) converges to some positive function which is independent of the
initial data, while v(x, t) → 0 as t → ∞; i.e., the faster random disperser always
goes to extinction.

• When τ1 = τ2 = 0, system (1.6) reduces to the pure nonlocal dispersal case and was
first studied in [22]. It is shown recently in [20] that the faster nonlocal disperser
always goes to extinction, similar to the result from [13] for random dispersal.

• The cases (τ1, τ2) = (1, 0) and (τ1, τ2) = (0, 1) correspond to the scenario when the
movement of one species is purely by random walk while the other species adopts a
non-local dispersal strategy. This case was studied in [25], where it is shown that for
spatially periodic environments, the competitive advantage belongs to the species
with much lower rate of dispersal.

In this paper, we will mainly focus on the mixed random and nonlocal dispersal case:
0 < τ1, τ2 < 1.
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Let
X = {u ∈ C(RN ,R) |u(x + p) = u(x), x ∈ R

N , i = 1, · · · ,N}
X+ = {u ∈ X |u(x) ≥ 0, x ∈ R

N}.
(1.8)

Then for any (u0, v0) ∈ X × X, (1.6)-(1.7) has a unique (local) solution (u(t, x;u0, v0),
v(t, x;u0, v0)) with (u(0, x;u0, v0), v(0, x;u0, v0)) = (u0(x), v0(x)). If (u0, v0) ∈ X+ ×X+,
then (u(t, x;u0, v0), v(t, x;u0, v0)) exists for all t > 0 and (u(t, x;u0, v0), v(t, x;u0, v0)) ∈
X+ ×X+ for t ≥ 0 (see Section 4 for detail).

Let (u∗, 0), (0, v∗) ∈ X+ ×X+ denote the semi-trivial steady state solutions of (1.6)-
(1.7) (they always exist and are uniquely determined when a is positive; See also Section
4 for details).

To describe our results, set

d∗ :=















τ2
τ1
, 0 < τ1 ≤ τ2 ≤ 1,

1 + [2π2/max1≤i≤N p2
i − 1]τ2

1 + [2π2/max1≤i≤N p2
i − 1]τ1

, 0 < τ2 ≤ τ1 ≤ 1

and

d∗ :=















1 + [2π2/max1≤i≤N p2
i − 1]τ2

1 + [2π2/max1≤i≤N p2
i − 1]τ1

, 0 < τ1 ≤ τ2 ≤ 1

τ2
τ1
, 0 < τ2 ≤ τ1 ≤ 1.

It is easy to check that d∗ ≥ d∗ for any τ1, τ2 ∈ (0, 1]; Moreover, d∗ = d∗ = 1 if τ1 = τ2.
Our next result can be stated as follows.

Theorem 1.3. Suppose that a(x) is positive, non-constant, continuous and p-periodic,
du, dv are positive constants, and τ1, τ2 ∈ (0, 1]. If du/dv < d∗, then (u∗, 0) is globally
asymptotically stable among all positive initial data; if du/dv > d∗, then (0, v∗) is globally
asymptotically stable among all positive initial data.

When τ1 = τ2, as d∗ = d∗ = 1, Theorem 1.3 implies that (0, v∗) is globally asymptot-
ically stable if dv < du, and (u∗, 0) is globally asymptotically stable if du < dv. This is
consistent with results from previous work on random diffusion [13] and non-local dispersal
[20, 22]; i.e., the slower diffuser drives the faster diffuser to extinction. However, Theorem
1.3 contains more information: for example, if we regard du/dv as a bifurcation parameter
and let it vary from zero to infinity, two semi-trivial steady states will always exchange
their stability, which suggests that the system has a branch of coexistence steady states
for an interval of values of du/dv . Note that such interval, if exists, must be a subset of

[d∗, d
∗] =



























[

1 + [2π2/max1≤i≤N p2
i − 1]τ2

1 + [2π2/max1≤i≤N p2
i − 1]τ1

,
τ2
τ1

]

if τ2 ≥ τ1,

[

τ2
τ1
,

1 + [2π2/max1≤i≤N p2
i − 1]τ2

1 + [2π2/max1≤i≤N p2
i − 1]τ1

]

if τ1 ≥ τ2.

If τ1 = τ2, such interval shrinks to a point, i.e., du/dv = 1. It will be of interest to
investigate how many times (u∗, 0) and (0, v∗) will exchange their stability and to study
the structure of positive steady states.

One special but interesting case is particularly noteworthy:
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Corollary 1.4. Suppose that a(x) is positive, non-constant, continuous and p-periodic. If
max1≤i≤N pi ≤

√
2π, du = dv and 0 < τ1 < τ2 ≤ 1, then (u∗, 0) is globally asymptotically

stable.

Biologically Corollary 1.4 means that non-local dispersal is preferred over random dis-
persal in such scenario, provided that max1≤i≤N pi ≤

√
2π which means that spatial

variation of the environment is suitably large. It will be of interest to understand the
case max1≤i≤N pi >

√
2π. Our numerical simulation results from Section 5 suggest that

if the period is suitably large, du = dv and 0 < τ1 < τ2 ≤ 1, then (0, v∗) can be glob-
ally asymptotically stable. This shows that the evolution of the mixed dispersal strategy
could depend on whether the habitat is fragmented, which echoes the discussions following
Corollary 1.2.

The rest of this paper is organized as follows. Section 2 is devoted to the derivation
of the mixed dispersal model for single species. In Section 3 we present some principal
eigenvalue theory for mixed dispersal operator with periodic boundary condition and es-
tablish Theorem 1.1. Theorem 1.3 is established in Section 4, where some basic properties
of the solutions of (1.6)-(1.7) are also collected. Section 5 is devoted to discussions and
numerical simulations of eigenvalue problem (1.3) and the dynamics of (1.6)-(1.7).

2 Derivation of the continuous model for single species

In this section, we follow Hutson et al. [22] to derive a continuous model for a single
species in R which assumes both local and non-local movement. Following Hutson et al.,
we start with a discrete time and discrete space model and then let the sizes of time and
space tend to zero. Divide the real line into intervals each with length δ and discrete the
time into steps of τ . Let u(i, t) denote the density of the species in the interval [iδ, (i+1)δ]
and time t. We assume that the individuals may adopt either local or nonlocal movement.
More precisely, we assume that for any interval a fraction γ of individuals move to the
left or right of the interval each with probability 1/2, and the other fraction (i.e., 1 − γ)
of individuals can jump to any interval on the real line, where constant γ ∈ [0, 1]. The
change of the total number of individuals in the interval [iδ, (i + 1)δ] between time t and
t+ τ , which is given by

[u(i, t+ τ) − u(i, t)]δ,

is determined by two components:
(i) Local dispersal. Individuals in the intervals [(i − 1)δ, iδ] and [(i + 1)δ, (i + 2)δ]

will move to the interval [iδ, (i+ 1)δ] with probability γ/2, and the total number of these
individuals are given by (γ/2)u(i−1, t)∆x and (γ/2)u(i+1, t)∆x, respectively; individuals
in the interval [iδ, (i + 1)δ] will move out to its neighboring intervals with probability γ,
and the total number of these individuals is given by γu(i, t)∆x. The change of individuals
in the interval [iδ, (i + 1)δ] between time t and t+ τ due to local transport is given by

γδ

2
[u(i − 1, t) + u(i+ 1, t) − 2u(i, t)].

(ii) Nonlocal dispersal. Following Hutson et al. (pp. 487-488, [22]), we assume that
the total number of individuals departing [iδ, (i + 1)δ] and arriving at [jδ, (j + 1)δ] is
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proportional to the population size in the interval [iδ, (i + 1)δ] which is u(i, t)δ, the size
of [jδ, (j + 1)δ] which is δ and the amount of transit time which is τ . Let α(j, i) be the
proportionality constant. Then, the number of individuals arriving at [iδ, (i+1)δ] through
nonlocal transport is given by

(1 − γ)
∞
∑

j=−∞,j 6=i

α(i, j)u(j, t)δ2τ,

and the number of individuals departing [iδ, (i + 1)δ] through nonlocal transport is given
by

(1 − γ)

∞
∑

j=−∞,j 6=i

α(j, i)u(i, t)δ2τ.

Hence,

(u(i, t + τ) − u(i, t))δ =
γδ

2
[u(i− 1, t) + u(i+ 1, t) − 2u(i, t)]

+ (1 − γ)

∞
∑

j=−∞,j 6=i

α(i, j)u(j, t)δ2τ − (1 − γ)

∞
∑

j=−∞,j 6=i

α(j, i)u(i, t)δ2τ.

Dividing the above equation by δτ , we have

u(i, t+ τ) − u(i, t)

τ
= γ

δ2

τ

u(i− 1, t) + u(i+ 1, t) − 2u(i, t)

δ2

+ (1 − γ)

∞
∑

j=−∞,j 6=i

α(i, j)u(j, t)δ − (1 − γ)

∞
∑

j=−∞,j 6=i

α(j, i)u(i, t)δ

By letting δ → 0, τ → 0 with δ2/τ → η > 0, we have

∂u

∂t
= γηuzz + (1 − γ)

∫ ∞

−∞
[α(x, y)u(y, t) − α(y, x)u(x, t)] dy.

We shall assume throughout that the rate of transition between the various patches,
α(z, y) only depends on the distance between patches, i.e., α(z, y) = α(|z − y|). Set

ρ =

∫ ∞

−∞
α(|x|) dx,

and
k(x) = α(|x|)/ρ,

where the dispersal rate ρ represents the total number of the dispersing organisms per
unit time. Then

∂u

∂t
= γηuzz + (1 − γ)ρ

[
∫ ∞

−∞
k(z − y)u(y, t) dy − u(z, t)

]

.

Note that η and ρ have different units: η = Length2/time and ρ = 1/time. Following
Hutson et al., we introduce another parameter and replace k(z) by

1

L
k
( z

L

)

,
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where L is the spread which characterizes the non-local dispersal distance, then u will
satisfy

ut = γηuzz + (1 − γ)ρ

[

1

L

∫ ∞

∞
k(
z − y

L
)u(y, t) dy − u(z, t)

]

.

Set z = Lx and w(x, t) = u(z, t), then w(x, t) satisfies

wt(x, t) = γ
η

L2
wxx(x, t) + (1 − γ)ρ

[
∫ ∞

−∞
k(x− y)w(y, t) dy − w(x, t)

]

.

Set d = γ η
L2 +(1−γ)ρ and τ = γη/(L2d). The unit of d is 1/time and τ is dimensionless.

Then,

wt = d

{

τwxx + (1 − τ)

[∫ ∞

−∞
k(x− y)w(y, t) dy − w(x, t)

]}

. (2.1)

If we add population dynamics to (2.1), we arrive at

wt = d

{

τwxx + (1 − τ)

[∫ ∞

−∞
k(x− y)w(y, t) dy − w(x, t)

]}

+ wf(x,w), (2.2)

which yields the integro-partial differential equation model (1.1) in the case N = 1 for a
single species.

3 Principal eigenvalue for mixed dispersal operators

In this section, we first present some principal eigenvalue theory for mixed dispersal op-
erators in periodic environment. Subsection 3.1 is devoted the proof of Theorem 1.1. In
Subsection 3.2 we present some analytical example which suggests the non-monotonicity
of the principal eigenvalue λ1(d, τ, q) with respect to τ .

Consider the eigenvalue problem

−d
{

τ∆ϕ+ (1 − τ)

[
∫

RN

k(|y − x|)ϕ(y) − ϕ(x)

]}

+ qϕ = λϕ (3.1)

in R
N , subject to periodic boundary condition ϕ(x) = ϕ(x+p), where d > 0 and τ ∈ (0, 1]

are constants, and function q ∈ C(RN ) and is p-periodic.
Let X be as in (1.8) and σ(−d(τ∆+(1− τ)K)+ q(·)I) be the spectrum of the operator

−d(τ∆ + (1− τ)K) + q(·)I acting on X, where q(·)I : X → X is defined by (q(·)Iu)(x) =
q(x)u(x). λ ∈ R is called a principal eigenvalue of (3.1) or the operator −d(τ∆ + (1 −
τ)K) + q(·)I if λ ∈ σ(−d(τ∆ + (1 − τ)K) + q(·)I) is an algebraically simple eigenvalue
of the operator −d(τ∆ + (1 − τ)K) + q(·)I with an eigenfunction φ ∈ X+, and for any
µ ∈ σ(−d(τ∆ + (1 − τ)K) + q(·)I) and µ 6= λ, Reµ > λ.

The following proposition, which is not difficult to prove, is about the positivity and
compactness of the semigroup generated by d(τ∆ + (1− τ)K)− q(·)I on X for 0 < τ ≤ 1.

Proposition 3.1. For any given 0 < τ ≤ 1, d(τ∆+(1− τ)K)− q(·)I generates a strongly
positive compact analytic semigroup on X.
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Recall that D = (0, p1) × (0, p2) × · · · × (0, pN ). Let

L2
per(D) = {u : R

N → R |u(x+ p) = u(x), u ∈ L2(D)}.

The following proposition shows that −d(τ∆ + (1− τ)K) + q(·)I is a self-adjoint operator
on L2

per(D).

Proposition 3.2. −d(τ∆ + (1 − τ)K) + q(·)I is a self-adjoint operator on L2
per(D).

Proof. It suffices to prove that K a self-adjoint operator on L2
per(D). It follows from a

result in [25] (see the proof of [25, Theorem 2.6]). In the following, we provide a simpler
proof.

Set Z
N = {(z1, z2, · · · , zN ) | zi ∈ Z} and for z ∈ Z

N , zp = (z1p1, z2p2, · · · , zNpN ). Then
for any u ∈ L2

per(D), we have

(Ku)(x) =

∫

RN

k(|y − x|)u(y)dy − u(x)

=
∑

z∈ZN

∫

D
k(|y + zp− x|)u(y + zp)dy − u(x)

=

∫

D





∑

z∈ZN

k(|y + zp− x|)



 u(y)dy − u(x).

It then follows that
∫

D
(Ku)(x)v(x)dx =

∫

D

∫

D
(
∑

z∈ZN

k(|y + zp − x|)u(y)v(x)dydx −
∫

D
u(x)v(x) dx

=

∫

D

∫

D
(
∑

z∈ZN

k(|x− zp− y|)v(x)u(y)dxdy −
∫

D
u(x)v(x) dx

=

∫

D

∫

D
(
∑

z∈ZN

k(|x+ zp− y|)v(x)u(y)dxdy −
∫

D
u(x)v(x) dx

=

∫

D
(Kv)(x)u(x)dx.

Let σ̃(−d(τ∆+(1− τ)K)+ q(·)I) be the spectrum of −d(τ∆+(1− τ)K)+ q(·)I acting
on L2

per(D). Let

λ̃1(d, τ, q) = inf
ϕ∈W 2,1(D)\{0}

d
[

τ
∫

D |∇ϕ|2 − (1 − τ)
∫

D Kϕ · ϕ
]

+
∫

D qϕ
2

∫

D ϕ
2

. (3.2)

Proposition 3.3. (1) σ(−d(τ∆ + (1 − τ)K) + q(·)I) = σ̃(−d(τ∆ + (1 − τ)K) + q(·)I).

(2) The principal eigenvalue, denoted by λ1(d, τ, q), of −d(τ∆ + (1− τ)K) + q(·)I exists
and

λ1(d, τ, q) = λ̃1(d, τ, q).
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Proof. (1) By the compactness of the resolvent of −d(τ∆ + (1− τ)K) + q(·)I acting on X
as well as L2

per(D), both σ(−d(τ∆ + (1− τ)K) + q(·)I) and σ̃(−d(τ∆ + (1− τ)K) + q(·)I)
consist of isolated eigenvalues. Then by the regularity of solutions to parabolic equations,
σ(−d(τ∆ + (1 − τ)K) + q(·)I) = σ̃(−d(τ∆ + (1 − τ)K) + q(·)I).

(2) It follows from Proposition 3.1, the Krein-Rutman Theorem, and the self-adjointness
of K.

Remark 3.4. We remark that when τ = 0, −d(τ∆ + (1 − τ)K) + q(·)I (acting on X)
may have no principal eigenvalue (see [25, 37] for such examples). But we do have the
following proposition for the case τ = 0, which is an analog of Proposition 3.3.

Proposition 3.2′ Suppose that τ = 0.

(1) If the principal eigenvalue λ1(d, τ, q) of −dK+q(·)I exists, then λ1(d, τ, q) = λ̃1(d, τ, q).

(2) λ̃1(d, τ, q) ∈ σ(−dK + q(·)I) ∩ σ̃(−dK + q(·)I) and for any µ ∈ σ(−dK + q(·)I) ∪
σ̃(−dK + q(·)I), Reµ ≥ λ̃1(d, τ, q).

Proof. (1) First, it is clear that λ1(d, 0, q), λ̃1(d, 0, q) ∈ σ̃(−dK + q(·)I) and λ1(d, 0, q) ≥
λ̃(d, 0, q). It then suffices to prove that for any µ < λ1(d, 0, q), µ 6∈ σ̃(−dK + q(·)I).

Suppose that ϕ ∈ X+ \ {0} is a positive eigenfunction of −dK+ q(·)I corresponding to
λ1(d, 0, q), that is,

−d(Kϕ)(x) + q(x)ϕ(x) = λ1(d, 0, q)ϕ(x), x ∈ R
N .

Let

(K̃u)(x) =

∫

RN

k(|y − x|)u(y)dy for u ∈ X.

Let x0 ∈ R
N be such that q(x0) = minx∈RN q(x). Note that (K̃ϕ)(x0) > 0. We then have

λ1(d, 0, q) < d+ qmin

where qmin = minx∈RN q(x). Fix any µ ∈ R with µ < λ1(d, 0, q). Then for any f ∈ X,
there is a unique u(f) ∈ X such that

−dK̃u(f) + (d+ q(·) − µ)u(f) = f.

By µ < λ1(d, 0, q) < d+ qmin,

u(f) =
f + dK̃u(f)

d+ q(·) − µ
.

Note that for any g ∈ L2
per(D), there are fn ∈ X such that

‖fn − g‖L2
per(D) → 0 as n→ ∞.

Let un = u(fn). We have

un =
fn + dK̃un

d+ q(·) − µ
.
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Observe that {K̃un} is a precompact subset of L2
per(D). Hence there is {unk

} ⊂ {un} and
u ∈ L2

per(D) such that
‖unk

− u‖L2
per(D) → 0 as k → ∞.

This implies that

u =
g + dK̃u

d+ q(·) − µ
,

that is,
−dKu+ (q(·) − µ)u = g.

It then follows that µ 6∈ σ̃(−dK + qI) and hence λ1(d, 0, q) = λ̃1(d, 0, q).
(2) For any q ∈ X, let

λ0(d, 0, q) = min{Reµ |µ ∈ σ(−dK + q(·)I)}.

It then suffices to prove that

λ0(d, 0, q) = λ̃1(d, 0, q).

Observe that there are qn ∈ X such that qn ∈ CN(RN ,R),

‖qn − q‖X → 0 as n→ ∞,

and the partial derivatives of qn(·) at x0n up to order N − 1 are zero, where x0n ∈ R
N

is such that qn(x0n) = minx∈RN qn(x). By [37, Theorem B], λ1(d, 0, qn) exists. By [38,
Lemma 3.1],

λ1(d, 0, qn) → λ0(d, 0, q) as n→ ∞.

Note that
λ̃1(d, 0, qn) → λ̃1(d, 0, q) as n→ ∞.

By (1), λ1(d, 0, qn) = λ̃1(d, 0, q). It then follows that

λ̃0(d, 0, q) = λ0(d, 0, q).

3.1 Proof of Theorem 1.1

We first derive some inequalities for periodic functions.

Lemma 3.5. Suppose that θ is p-periodic and continuous. Then

∫

D

∫

RN

k(|y − x|)θ(y)θ(x)dydx ≤
∫

D
θ2, (3.3)

where the equality holds if and only if θ is a constant function.
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Proof. For p-periodic function u, we have

∫

D

∫

RN

k(|y − x|)θ(y)θ(x)dydx =

∫

D

∫

RN

k(|z|)θ(x+ z)θ(x)dzdx

=

∫

RN

k(|z|)
∫

D
θ(x+ z)θ(x)dxdz

≤
∫

RN

k(|z|)(
∫

D
θ(x+ z)2dx)1/2)(

∫

D
θ(x)2dx)1/2)dz

=

∫

D
θ(x)2dx,

where the equality holds if and only if θ(·+ z) = θ(·) for a.e. z ∈ R
N . This together with

the continuity of θ implies that θ ≡ const.

Lemma 3.6. For any continuous p-periodic function θ,

∫

D

[∫

RN

k(|y − x|)θ(y) dy
]

θ(x) dx ≥ 2

|D|

(∫

D
θ

)2

−
∫

D
θ2, (3.4)

and equality holds if and only if θ is constant.

Proof. Set Z
N = {(z1, ..., zN ) : zi ∈ Z}. First, we expand

θ =
∑

λ∈ZN

[

aλcos2π

(

λ

p
· x
)

+ bλsin2π

(

λ

p
· x
)]

,

where λ/p = (λ1/p1, ..., λN/pN ), and (λ/p) · x =
∑N

i=1(λi/pi)xi. Then

∫

RN

k(|y − x|)θ(y) dy =

∫

RN

k(|z|)θ(x+ z) dz

=
∑

λ∈ZN

[

aλcos2π

(

λ

p
· x
)

+ bλsin2π

(

λ

p
· x
)]
∫

RN

k(|z|)cos2π
(

λ

p
· z
)

,

where we used
∫

RN k(|z|) dz = 1 and
∫

RN k(|z|)sin2π(λ
p · z) dz = 0. Therefore,

∫

D

[
∫

RN

k(|y − x|)θ(y) dy
]

θ(x) dx = a2
0|D|+ |D|

2

∑

λ∈ZN ,λ6=(0,...,0)

(a2
λ+b2λ)·

∫

RN

k(|z|)cos2π
(

λ

p
· z
)

,

where |D| = p1 · · · pN and a0 = (1/|D|)
∫

D θ. Note that

∣

∣

∣

∣

∫

RN

k(|z|)cos2π
(

λ

p
· z
)∣

∣

∣

∣

<

∫

RN

k(|z|) dz = 1.

Hence,

∫

D

[
∫

RN

k(|y − x|)θ(y) dy
]

θ(x) dx ≥ a2
0|D| − |D|

2

∑

λ∈ZN ,λ6=(0,...,0)

(a2
λ + b2λ),
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with either equality holds if and only if aλ = bλ = 0 for every λ 6= (0, ..., 0), i.e. θ is
constant. Since

∫

D
θ2 = a2

0|D| + |D|
2

∑

λ∈ZN ,λ6=(0,...,0)

(a2
λ + b2λ),

we see that (3.4) holds, and equality holds if and only if θ is constant.

Lemma 3.7. Suppose that θ ∈ C1(D) and θ(x) is p-periodic. Then

∫

D
|∇θ|2 ≥ 4π2

(max1≤i≤N pi)2

∫

D
(θ − θ0)

2 ,

where θ0 =
∫

D θ/|D|.
Proof. If we expand θ as

θ = θ0 +
∑

λ∈ZN ,λ6=(0,...,0)

[

aλcos2π

(

λ

p
· x
)

+ bλsin2π

(

λ

p
· x
)]

,

then
∫

D
(θ − θ0)

2 =
|D|
2

∑

λ∈ZN ,λ6=(0,...,0)

(a2
λ + b2λ)

and
∫

D
|∇θ|2 = 2π2|D|

∑

λ∈ZN ,λ6=(0,...,0)

(

a2
λ + b2λ

)

(

N
∑

i=1

λ2
i

p2
i

)

≥ 2π2|D|
(max1≤i≤N pi)2

∑

λ∈ZN ,λ6=(0,...,0)

(

a2
λ + b2λ

)

≥ 4π2

(max1≤i≤N pi)2

∫

D
(θ − θ0)

2 .

Proof of Theorem 1.1. We first assume (1.4) and prove part (i). To this end we
argue contradiction: Suppose that λ1(d1, τ1, q) ≥ λ1(d2, τ2, q). Let ψ > 0 denote the
eigenfunction corresponding to the eigenvalue λ1(d2, τ2, q) with

∫

D ψ
2 = 1; i.e., ψ satisfies

−d2

{

τ2∆ψ + (1 − τ2)

[∫

RN

k(|y − x|)ψ(y) − ψ(x)

]}

+ qψ = λ1(d2, τ2, q)ψ

in R
N , subject to periodic boundary condition ψ(x) = ψ(x+ p). Since q is non-constant,

we see that ψ is also non-constant. Multiplying the equation of ψ by ψ and integrating in
D, we have

d2

{

τ2

∫

D
|∇ψ|2 − (1 − τ2)

[∫

D

∫

RN

k(|y − x|)ψ(y)ψ(x) −
∫

D
ψ2

]}

+

∫

D
qψ2 = λ1(d2, τ2, q).

By choosing ψ as the test function in (3.2), we have

λ1(d1, τ1, q) ≤ d1

{

τ1

∫

D
|∇ψ|2 − (1 − τ1)

[∫

D

∫

RN

k(|y − x|)ψ(y)ψ(x) −
∫

D
ψ2

]}

+

∫

D
qψ2.
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As λ1(d1, τ1, q) ≥ λ1(d2, τ2, q), we have

(

τ2 −
d1

d2
τ1

)∫

D
|∇ψ|2 ≤

[

(1 − τ2) −
d1

d2
(1 − τ1)

] [∫

D

∫

RN

k(|y − x|)ψ(y)ψ(x) −
∫

D
ψ2

]

(3.5)
We first show that

(1 − τ2) − (d1/d2)(1 − τ1) ≤ 0. (3.6)

If not, suppose that
d1

d2
(1 − τ1) − (1 − τ2) < 0.

Since
∫

D

∫

RN

k(|y − x|)ψ(y)ψ(x) −
∫

D
ψ2 ≤ 0,

from (3.5) we have
(

τ2 −
d1

d2
τ1

)∫ 1

0
|∇ψ|2 ≤ 0.

As ψ is non-constant,
∫

D |∇ψ|2 > 0. Hence, τ2− d1

d2
τ1 ≤ 0. Therefore, d1/d2 ≥ τ2/τ1. This

implies that

d1

d2
(1 − τ1) − (1 − τ2) >

τ2
τ1

(1 − τ1) − (1 − τ2) =
τ2 − τ1
τ1

> 0,

which is a contradiction. Hence, (3.6) holds.
Set ψ̄ =

∫

D ψ/|D|. Since

∫

D

∫

RN

k(|y − x|)ψ(y)ψ(x) −
∫

D
ψ2 ≥ 2|D|ψ̄2 − 2

∫

D
ψ2

= −2

∫

D
(ψ − ψ̄)2

≥ −(max1≤i≤N pi)
2

2π2

∫

D
|∇ψ|2,

by (3.5) and (3.6) we have

(

τ2 −
d1

d2
τ1

)∫

D
|∇ψ|2 ≤ (max1≤i≤N pi)

2

2π2

[

d1

d2
(1 − τ1) − (1 − τ2)

] ∫

D
|∇ψ|2.

As
∫

D |∇ψ|2 > 0, we have

τ2 −
d1

d2
τ1 ≤ (max1≤i≤N pi)

2

2π2

[

d1

d2
(1 − τ1) − (1 − τ2)

]

,

i.e.,
d1

d2
≥ 1 + [2π2/(max1≤i≤N pi)

2 − 1]τ2
1 + [2π2/(max1≤i≤N pi)2 − 1]τ1

,

which contradicts our assumption (1.4). This proves part (i).
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Next we establish part (ii). Again, we argue by contradiction and suppose that λ1(d1, τ1, q) ≤
λ1(d2, τ2, q). Let ϕ > 0 denote the eigenfunction corresponding to the eigenvalue λ1(d1, τ1, q)
with

∫

D ϕ
2 = 1; i.e., ϕ satisfies

−d1

{

τ1∆ϕ+ (1 − τ1)

[
∫

RN

k(|y − x|)ϕ(y) − ϕ(x)

]}

+ qϕ = λ1(d1, τ1, q)ϕ

in R
N , subject to periodic boundary condition ϕ(x) = ϕ(x+ p). Multiplying the equation

of ϕ by ϕ and integrating in D, we have

d1

{

τ1

∫

D
|∇ϕ|2 − (1 − τ2)

[∫

D

∫

RN

k(|y − x|)ϕ(y)ϕ(x) −
∫

D
ϕ2

]}

+

∫

D
qϕ2 = λ1(d1, τ1, q).

By choosing the test function as ϕ in (3.2), we have

λ1(d2, τ2, q) ≤ d2

{

τ2

∫

D
|∇ϕ|2 − (1 − τ2)

[∫

D

∫

RN

k(|y − x|)ϕ(y)ϕ(x) −
∫

D
ϕ2

]}

+

∫

D
qϕ2.

As we assume that λ1(d1, τ1, q) ≤ λ1(d2, τ2, q), we have

(

τ1 −
d2

d1
τ2

)
∫

D
|∇ϕ|2 ≤

[

(1 − τ1) −
d2

d1
(1 − τ2)

] [
∫

D

∫

RN

k(|y − x|)ϕ(y)ϕ(x) −
∫

D
ϕ2

]

(3.7)
If d1/d2 > τ2/τ1, then

(1 − τ1) −
d2

d1
(1 − τ2) ≥ (1 − τ1) −

τ1
τ2

(1 − τ2) =
τ2 − τ1
τ2

≥ 0.

Note that
∫

D

∫

RN

k(|y − x|)ϕ(y)ϕ(x) −
∫

D
ϕ2 < 0,

where the strict inequality holds since ϕ is non-constant (as q is non-constant). We have

(

τ1 −
d2

d1
τ2

)∫

D
|∇ϕ|2 ≤ 0.

Since ϕ is non-constant,
∫

D|∇ϕ|2 > 0. Hence, τ1 − (d2/d1)τ2 ≤ 0; i.e., d1/d2 ≤ τ2/τ1,
which contradicts the assumption in part (ii). This completes the proof of Theorem 1.1.
�

3.2 Non-monotonicity of λ1 in τ

If the condition max1≤i≤N pi <
√

2π is violated, the conclusions in Corollary 1.2 may not
hold anymore. To this end, assume that N = 1. Set kδ(z) = k(|z|/δ)/δ. For p-periodic
function u, we have

lim
δ→∞

∫ ∞

−∞
kδ(|y − x|)u(y)dy =

1

p

∫ p

0
u(y)dy. (3.8)

which can be proved by expressing function u in terms of its Fourier series.
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Therefore, for large δ, the eigenvalue problem (3.1) with k being replaced by kδ can be
approximated by the following eigenvalue problem:

−d
{

τϕxx + (1 − τ)

[

1

p

∫ p

0
ϕ(y)dy − ϕ(x)

]}

+ q(x)ϕ = λϕ, (3.9)

where ϕ is p-periodic. Let λ(d, τ, ǫ) be the principal eigenvalue of (3.9) with q(x) =
ǫ cos 2πx

p . The following result shows that λ(1, τ, ǫ) may not be monotonically increasing
in τ when p > 2π.

Lemma 3.8. Suppose that q(x) = ǫ cos 2πx
p . If p > 2π, then for 0 < ǫ ≪ 1, λ(1, 1, ǫ) <

λ(1, 0, ǫ).

Proof. First, consider

−ϕxx + ǫ cos
2πx

p
ϕ = λϕ, 0 < x < p, (3.10)

subject to periodic condition ϕ(x+ p) = ϕ(x). Assume that u(x) is the positive principal
eigenfunction of (3.10) uniquely determined by ū := 1

p

∫ p
0 u(x) dx = 1. Let

λ(1, 1, ǫ) = ǫλ1 + ǫ2λ2 + · · ·

and
u(x) = u0(x) + ǫu1(x) + ǫ2u2(x) + · · · .

Then we have
−u0xx = 0; (3.11)

−u1xx + cos
2πx

p
u0 = λ1u0; (3.12)

−u2xx + cos
2πx

p
u1 = λ1u1 + λ2u0. (3.13)

By (3.11), u0 ≡ 1. This together with (3.12) implies that λ1 = 0 and

−u1xx + cos
2πx

p
= 0.

Hence

u1 = − p2

4π2
cos

2πx

p
.

This together with (3.13) implies that

−u2xx − p2

4π2
cos2 2πx

p
= λ2

and hence

λ2 = −1

p

p2

4π2

∫ p

0
cos2 2πx

p
dx = −1

2

p2

4π2
.
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Therefore,

λ(1, 1, ǫ) = ǫ2
[

− p2

8π2
+O(ǫ)

]

. (3.14)

Next, consider

−(ū− u) + ǫ cos
2πx

p
u = λu, 0 < x < p. (3.15)

Let u(x) be the positive principal eigenfunction of (3.15) with ū = 1. Let

λ(1, 0, ǫ) = ǫλ1 + ǫ2λ2 + · · ·

and
u(x) = u0 + ǫu1 + ǫ2u2 + · · ·

Then
−(ū0 − u0) = 0; (3.16)

−(ū1 − u1) + cos
2πx

p
u0 = λ1u0; (3.17)

−(ū2 − u2) + cos
2πx

p
u1 = λ1u1 + λ2u0. (3.18)

By (3.16), u0 ≡ 1. Then by (3.17), λ1 = 0 and u1 = − cos 2πx
p . This together with

(3.18) implies that

λ2 = −1

p

∫ p

0
cos2 2πx

p
dx = −1

2
.

Hence

λ(1, 0, ǫ) = ǫ2
[

−1

2
+O(ǫ)

]

. (3.19)

By (3.14) and (3.19), if p > 2π, then λ(1, 1, ǫ) < λ(1, 0, ǫ) for ǫ≪ 1.

4 Two species competition model with mixed dispersals in

periodic environment

This section is devoted to the study of the two species competition system (1.6)-(1.7).
In Subsection 4.1 we collect some basic properties of competition models with mixed
dispersals. Theorem 1.3 is established in Subsection 4.2.

4.1 Basic properties of competition models with mixed dispersals

Let X and X+ be defined as in (1.8), and X++ := Int(X+) = {u ∈ X+ |u(x) > 0, x ∈
R

N}. For (u1, v1), (u2, v2) ∈ X ×X, we define

(u1, v1) ≤1 (u2, v2) if (u2 − u1, v2 − v1) ∈ X+ ×X+, (4.1)

(u1, v1) ≪1 (u2, v2) if (u2 − u1, v2 − v1) ∈ X++ ×X++, (4.2)

and
(u1, v1) ≤2 (u2, v2) if (u2 − u1, v1 − v2) ∈ X+ ×X+, (4.3)
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(u1, v1) ≪2 (u2, v2) if (u2 − u1, v1 − v2) ∈ X++ ×X++. (4.4)

The notions (u1, v1) ≥1 (≫1)(u2, v2) and (u1, v1) ≥2 (≫2)(u2, v2) are understood in the
obvious way.

By general semigroup theory [36], for any (u0, v0) ∈ X ×X, (1.6) has a unique (local)
solution (u(t, x;u0, v0), v(t, x;u0, v0)) with (u(0, x;u0, v0), v(0, x;u0, v0)) = (u0(x), v0(x)).
It is easy to see that for any u0, v0 ∈ X, (u(t, x;u0, 0), v(t, x;u0, 0)) = (u(t, x;u0), 0)
and (u(t, x; 0, v0), v(t, x; 0, v0)) = (0, v(t, x; v0)), where u(t, x; u0) and v(t, x; v0) are the
solutions of

{

ut = du

{

τ1∆u+ (1 − τ1)
[

∫

RN k(|y − x|)u(t, y)dy − u(t, x)
]}

+ u(a− u− v),

u(t, x+ p) = u(t, x),
(4.5)

and

{

vt = dv

{

τ2∆v + (1 − τ2)
[

∫

RN k(|y − x|)v(t, y)dy − v(t, x)
]}

+ v(a− u− v),

v(t, x+ p) = v(t, x),
(4.6)

where t > 0 and x ∈ R
N , and u(0, x;u0) = u0(x) and v(0, x; v0) = v0(x), respectively.

We call (u(t, x), v(t, x)) a super-solution (sub-solution) of (1.6) on [0,∞) if it is contin-
uous in (t, x) ∈ [0,∞) × R

N , (u(t, ·), v(t, ·)) ∈ X ×X for t ≥ 0, and







ut ≥ (≤)du

{

τ1∆u+ (1 − τ1)
[

∫

RN k(|y − x|)u(t, y)dy − u(t, x)
]}

+ u(a− u− v),

vt ≤ (≥)dv

{

τ2∆v + (1 − τ2)
[

∫

RN k(|y − x|)v(t, y)dy − v(t, x)
]}

+ v(a− u− v)

for t > 0.

Proposition 4.1. (1) If (0, 0) ≤1 (ui(t, ·), vi(t, ·)) for i = 1, 2, (u1(0, ·), v1(0, ·)) ≤2

(u2(0, ·), v2(0, ·)), and (u1(t, x), v1(t, x)) is a sub-solution and (u2(t, x), v2(t, x)) is
a super-solution of (1.6) on [0,∞), then (u1(t, ·), v1(t, ·)) ≤2 (u2(t, ·), v2(t, ·)) for
t ∈ (0,∞).

(2) If (u0, v0) ∈ X+ × X+, then (u(t, ·;u0, v0), v(t, ·;u0, v0)) exists for all t ≥ 0 and
(u(t, ·;u0, v0), v(t, ·;u0, v0)) ∈ X+ ×X+ for t ≥ 0.

(3) If (u1, v1), (u2, v2) ∈ X+ ×X+ satisfies that (u1, v1) ≤2 (u2, v2), then (u(t, ·;u1, v1),
v(t, ·;u1, v1)) ≤2 (u(t, ·;u2, v2), v(t, ·;u2, v2)) for t ≥ 0. Moreover, if (u1, v1) 6=
(u2, v2) and v1, u2 6= 0, then (u(t, ·;u1, v1), v(t, ·;u1, v1)) ≪2 (u(t, ·;u2, v2), v(t, ·;u2, v2))
for t > 0.

Proof. It follows from the similar arguments in [25, Lemma 5.1] and [20, Proposition
3.1].

The following assumption is related with the existence of semi-trivial steady states of
system (1.6)-(1.7).

(H1) λ1(du, τ1,−a) < 0 and λ2(dv , τ2,−a) < 0.

Under assumption (H1), we have
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Proposition 4.2. Suppose that (H1) holds. Then (1.6)-(1.7) has two semi-trivial steady
state solutions (u∗(·), 0) ∈ X++ × {0} and (0, v∗(·)) ∈ {0} × X++. Moreover, for any
u0, v0 ∈ X+ with u0, v0 6= 0, (u(t, ·;u0, 0), 0) → (u∗, 0) and (0, v(t, ·; 0, v0)) → (0, v∗) as
t→ ∞.

Proof. It follows from the arguments in [25, Theorem 3.2].

In the rest of this section, we assume that (H1) holds.
The linear stability of (u∗, 0) is determined by the principal eigenvalue of the eigenvalue

problem
{

−dv{τ2∆ϕ+ (1 − τ2)Kϕ} − (a− u∗)ϕ = λϕ in R
N ,

ϕ(x+ p) = ϕ(x) in R
N .

(4.7)

We say that (u∗, 0) is linearly unstable if λ1(dv , τ2,−(a − u∗)) < 0, and linearly stable if
λ1(dv , τ2,−(a − u∗)) > 0. We say that (u∗, 0) is globally asymptotically stable if for any
(u0, v0) ∈ (X+ \ {0}) × (X+ \ {0}), (u(t, ·;u0, v0), v(t, ·;u0, v0)) → (u∗, 0) as t→ ∞.

Similarly, the linear stability of (0, v∗) is determined by the principal eigenvalue of the
eigenvalue problem

{

−du{τ1∆ψ + (1 − τ1)Kψ} − (a− v∗)ψ = λψ in R
N ,

ψ(x+ p) = ψ(x) in R
N .

(4.8)

We say that (0, v∗) is linearly unstable if λ1(du, τ1,−(a − v∗)) < 0 and linearly stable if
λ1(du, τ1,−(a− v∗)) > 0.

Proposition 4.3. (1) If λ1(dv , τ2,−(a−u∗)) < 0, then there is ϕ∗ ∈ X++ such that for
any 0 < ǫ1, ǫ2 ≪ 1,

(u(t2, ·;uǫ1 , vǫ2), v(t2, ·;uǫ1 , vǫ2)) ≪2 (u(t1, ·;uǫ1 , vǫ2), v(t1, ·;uǫ1 , vǫ2))

for 0 < t1 < t2, where (uǫ1 , vǫ2) = (u∗ + ǫ1u
∗, ǫ2ϕ

∗).

(2) If λ1(du, τ1,−(a−v∗)) < 0, then there is ψ∗ ∈ X++ such that for any 0 < ǫ1, ǫ2 ≪ 1,

(u(t2, ·;uǫ1 , vǫ2), v(t2, ·;uǫ1 , vǫ2)) ≫2 (u(t1, ·;uǫ1 , vǫ2), v(t1, ·;uǫ1 , vǫ2))

for 0 < t1 < t2, where (uǫ1 , vǫ2) = (ǫ1ψ
∗, v∗ + ǫ2v

∗).

Proof. (1) Let ϕ∗ be the positive principal eigenfunction of (4.7) with ‖ϕ∗‖ = 1. It is not
difficult to see that (u, v) = (u∗ + ǫ1u

∗, ǫ2ϕ
∗) is a (nontrivial) super-solution of (1.6) for

0 < ǫ1, ǫ2 ≪ 1. (1) then follows from Proposition 4.1.
(2) Let ψ∗ be positive principal eigenfunction of (4.8) with ‖ψ∗‖ = 1. Similarly, it is

not difficult to see that (u, v) = (ǫ1ψ
∗, v∗ + ǫ2v

∗) is a (nontrivial) sub-solution of (1.6) for
0 < ǫ1, ǫ2 ≪ 1. (2) then also follows from Proposition 4.1.

Proposition 4.4. (1) If λ1(dv , τ2,−(a − u∗)) < 0 and (1.6)-(1.7) has no steady state
solution (u∗∗, v∗∗) ∈ X++ ×X++, then (0, v∗) is globally asymptotically stable.

(2) If λ1(du, τ1,−(a− v∗)) < 0 and (1.6)-(1.7) has no steady state solution (u∗∗, v∗∗) ∈
X++ ×X++, then (u∗, 0) is globally asymptotically stable.
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Proof. (1) For any 0 < ǫ1, ǫ2 ≪ 1, let (uǫ1, vǫ2) be as in Proposition 4.3. Then by the
regularity of solutions to parabolic equations, there is (u∗∗, v∗∗) ∈ X+ × X+ such that
u(t, ·;uǫ1 , vǫ2), v(t, ·;uǫ1 , vǫ2)) → (u∗∗, v∗∗) as t → ∞. Since (1.6)-(1.7) has no steady
state solution in X++ ×X++, we must have (u∗∗, v∗∗) = (0, v∗). Now for any (u0, v0) ∈
(X+ \ {0}) × (X+ \ {0}), there are 0 < ǫ1, ǫ2 ≪ 1 and T > 0 such that

(u(T, ·;u0, v0), v(T, ·;u0, v0)) ≪2 (uǫ1, vǫ2).

It then follows that (u(t, ·;u0, v0), v(t, ·;u0, v0)) → (0, v∗) as t → ∞. Therefore, (0, v∗) is
globally asymptotically stable.

(2) It can be proved by the similar arguments as in (1).

Remark 4.5. If τ1 = 0 or τ2 = 0, principal eigenvalue of −duK − a(·)I or −dvK − a(·)I
may not exist. But Propositions 4.2-4.4 still hold under (H1) with λ1(du, τ1,−a) < 0 and
λ2(dv , τ2,−a) < 0 being replaced by λ̃1(du, τ1,−a) < 0 and λ̃2(dv , τ2,−a) < 0, respectively.
More precisely, we have the following analogues of Propositions 4.2-4.4.

Proposition 4.2
′

. Assume that τ1 = 0 or τ2 = 0 and λ̃1(du, τ1,−a) < 0 and λ̃2(dv, τ2,−a) <
0. Then (1.6)-(1.7) has two semi-trivial steady state solutions (u∗(·), 0) ∈ X++ ×{0} and
(0, v∗(·)) ∈ {0} ×X++. Moreover, for any u0, v0 ∈ X+ with u0, v0 6= 0, (u(t, ·;u0, 0), 0) →
(u∗, 0) and (0, v(t, ·; 0, v0)) → (0, v∗) as t→ ∞.

Proof. It follows from the arguments in [38, Theorem C].

Proposition 4.3
′

. Assume that τ1 = 0 or τ2 = 0 and λ̃1(du, τ1,−a) < 0 and λ̃2(dv, τ2,−a) <
0.

(1) If λ̃1(dv , τ2,−(a−u∗)) < 0, then there is ϕ∗ ∈ Int(X+) such that for any 0 < ǫ1, ǫ2 ≪
1,

(u(t2, ·;uǫ1 , vǫ2), v(t2, ·;uǫ1 , vǫ2)) ≪2 (u(t1, ·;uǫ1 , vǫ2), v(t1, ·;uǫ1 , vǫ2))

for 0 < t1 < t2, where (uǫ1 , vǫ2) = (u∗ + ǫ1u
∗, ǫ2ϕ

∗).

(2) If λ̃1(du, τ1,−(a−v∗)) < 0, then there is ψ∗ ∈ Int(X+) such that for any 0 < ǫ1, ǫ2 ≪
1,

(u(t2, ·;uǫ1 , vǫ2), v(t2, ·;uǫ1 , vǫ2)) ≫2 (u(t1, ·;uǫ1 , vǫ2), v(t1, ·;uǫ1 , vǫ2))

for 0 < t1 < t2, where (uǫ1 , vǫ2) = (ǫ1ψ
∗, v∗ + ǫ2v

∗).

Proof. (1) By [37, Theorem B] and [38, Lemma 3.1], there is ã(·) ∈ X satisfying that
ã(·) ≤ a(·), λ(dv , τ2,−(ã−u∗)) exists, and λ(dv , τ2,−(ã−u∗)) < 0. Let ϕ∗ be the principal
eigenfunction of (4.7) with a being replaced by ã and ‖ϕ∗‖ = 1. It is not difficult to see
that (u, v) = (u∗ + ǫ1u

∗, ǫ2ϕ
∗) is a (nontrivial) super-solution of (1.6) for 0 < ǫ1, ǫ2 ≪ 1.

(1) then follows from [20, Proposition 3.1].
(2) It can be proved by the similar arguments as in (1).

Proposition 4.4
′

. Assume that τ1 = 0 or τ2 = 0 and λ̃1(du, τ1,−a) < 0 and λ̃2(dv, τ2,−a) <
0.

(1) If λ̃1(dv , τ2,−(a − u∗)) < 0 and (1.6)-(1.7) has no steady state solution (u∗∗, v∗∗) ∈
X++ ×X++, then (0, v∗) is globally asymptotically stable.
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(2) If λ̃1(du, τ1,−(a− v∗)) < 0 and (1.6)-(1.7) has no steady state solution (u∗∗, v∗∗) ∈
X++ ×X++, then (u∗, 0) is globally asymptotically stable.

Proof. (1) By Proposition 4.3
′

, for given 0 < ǫ1, ǫ2 ≪ 1, there are bounded measurable
functions u∗∗, v∗∗ : D̄ → R

+ such that u(t, x;uǫ1 , vǫ2), v(t, x;uǫ1 , vǫ2)) → (u∗∗(x), v∗∗(x))
as t → ∞ for each x ∈ D̄, where (uǫ1 , vǫ2) is as in Proposition 4.3

′

(1). We claim that
(u∗∗, v∗∗) ∈ X+ ×X+, (u∗∗, v∗∗) = (0, v∗), and prove this for the case τ1 = τ2 = 0 (other
cases can be proved by the regularity of solutions to parabolic equations and are similar
to Proposition 4.4 (1)). In fact, if τ1 = τ2 = 0, then

{

duKu∗∗(x) + u∗∗(x)(a(x) − u∗∗(x) − v∗∗(x)) = 0 in R
N ,

dvKv∗∗(x) + v∗∗(x)(a(x) − u∗∗(x) − v∗∗(x)) = 0 in R
N .

(4.9)

Observe that v∗∗(x) ≥ δ0 for all x ∈ D̄ and some δ0 > 0. By λ̃1(dv, τ2,−(a − u∗)) < 0,
du 6= dv. If du < dv , by [20, Theorem F], (u∗, 0) is globally asymptotically stable. This
implies that (u∗∗, v∗∗) = (u∗, 0), which contradicts to v∗∗(x) > 0 for x ∈ R

N . Hence we
must have du > dv. Then by [20, Theorem F] again, (0, v∗) is globally asymptotically
stable and then (u∗∗, v∗∗) = (0, v∗) ∈ X+ ×X+.

(2) It can be proved similarly.

4.2 Proof of Theorem 1.3

We first establish the non-existence of positive steady state of (1.6)-(1.7) when du/dv 6∈
[d∗, d

∗]. In this connection, we argue by contradiction. Suppose that (u, v) is a positive
steady state of (1.6)-(1.7), i.e., u, v > 0 satisfy







du

[

τ1∆u+ (1 − τ1)Ku
]

+ u(a(x) − u− v) = 0 in R
N ,

dv

[

τ2∆v + (1 − τ2)Kv
]

+ v(a(x) − u− v) = 0 in R
N ,

with periodic boundary conditions u(x) = u(x+ p) and v(x) = v(x+ p). Hence,

λ1(du, τ1, q) = λ(dv , τ2, q) = 0, (4.10)

where q = −a + u + v. We claim that q is non-constant. If not, suppose that q = C for
some constant C. Integrating the equation of u in D, we see that C

∫

D u = 0. Since u > 0
in D, C = 0. Hence, u satisfies

τ1∆u+ (1 − τ1)

[∫

RN

k(|y − x|)u(y)dy − u(x)

]

= 0.

Multiplying the above equation by u and integrating in D, we have

τ1

∫

D
|∇u|2 + (1 − τ1)

[∫

D
u2 −

∫

D

∫

RN

k(|y − x|)u(y)u(x)dxdy
]

= 0.

Note that
∫

D |∇u|2 ≥ 0, with equality holds if and only if u is constant. By Lemma 3.5,

∫

D
u2 −

∫

D

∫

RN

k(|y − x|)u(y)u(x)dxdy ≥ 0,
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with equality holds if and only of u is constant. Since τ1 ∈ (0, 1], the only possibility
is that u is a constant function. Similarly, we can show that v is a constant function.
As −a + u + v = 0, it implies that a is also a constant function, which contradicts our
assumption that a is non-constant. This contradiction shows that q is non-constant.

For the case 0 < τ1 ≤ τ2 ≤ 1, du/dv < d∗ is equivalent to (1.4) and du/dv > d∗ is equiva-
lent to (1.5), with d1, d2 being replaced by du, dv, respectively. By part (i) of Theorem 1.1,
as q = −a+u+v is non-constant, we see that if (1.4) holds, then λ1(du, τ1, q) < λ1(dv , τ2, q).
Similarly, by part (ii) of Theorem 1.1, if (1.5) holds, λ1(du, τ1, q) > λ1(dv , τ2, q). However,
these conclusions contradict (4.10). This shows that for the case 0 < τ1 ≤ τ2 ≤ 1, system
(1.6)-(1.7) has no positive steady state if du/dv 6∈ [d∗, d

∗]. The case 0 < τ2 ≤ τ1 ≤ 1 is
identical to the case 0 < τ1 ≤ τ2 ≤ 1, so we omit the proof.

Next we show that if du/dv < d∗, then (0, v∗) is linearly unstable. We argue by
contradiction and suppose that (0, v∗) is not linearly unstable. Then λ1(du, τ1,−a+ v∗) ≥
0. By the equation of v∗, we have λ1(dv , τ2,−a+ v∗) = 0. Therefore, λ1(du, τ1,−a+ v∗) ≥
λ1(dv , τ2,−a + v∗). Since a is non-constant, we see that −a + v∗ is non-constant. As
d∗ ≤ 1, du/dv < d∗ implies that du < dv. By part (i) of Theorem 1.1, λ1(du, τ1,−a+v∗) <
λ1(dv , τ2,−a + v∗), which is contradiction. Hence, if du/dv < d∗, (0, v∗) is unstable.
Similarly, we can show that if du/dv > d∗, (u∗, 0) is linearly unstable.

The global asymptotic stability of (u∗, 0) (when du/dv < d∗) follows from the nonexis-
tence of positive steady state and linear instability of (0, v∗) (see Proposition 4.4). Simi-
larly, the global asymptotic stability of (0, v∗) (when du/dv > d∗) follows from the nonex-
istence of positive steady state and linear instability of (0, v∗). This completes the proof
of Theorem 1.3. �

5 Numerical simulations and discussions

In the previous sections, we analyzed the property of the principle eigenvalue for mixed
random and nonlocal dispersal operators and the local stability of the two semi-trivial
steady states in different scenarios. In order to understand more about global dynamic
behaviors of the solutions for general parameter settings, we perform a series of numerical
simulations in one dimension.

We use simple finite difference method [15] to obtain the solution numerically. For
simplicity, we choose D = (0, p) where p is the period and define an uniform grid of points
xj = j · h where 0 ≤ j ≤ N and N = p

h . We use N = 400 in our numerical simulations.
The second-order accuracy approximation of the second derivative is

u
′′ ≈ u(t, xi+1) − 2u(t, xi) + u(t, xi−1)

h2
.

The kernel used in the numerical simulations is defined in the following way. Let k(·) ∈
C∞(R) be defined by

k(x) =















C exp
(

1
|x|2−1

)

for |x| < 1,

0 for |x| ≥ 1,

(5.1)
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Figure 1: The monotonicity of λ1 with respect to d1 for (a) p = 1 (2)p = 5

where C > 0 is chosen such that
∫

R
k(x)dx = 1. For given δ > 0, let

kδ(x) =
1

δ
k(x/δ). (5.2)

The second order approximation of integration of kernel term

∫

R

kδ(y − x)u(y)dy

is done by trapezoidal rule [32]

∫

R

kδ(y − x)u(y)dy ≈
∑

kijwjuj

where kij , uj are kδ(yj − xi) and u(yj) and wj is the weight of trapezoidal rule. For the
eigenvalue problem (1.3), the discretization leads to a discrete eigenvalue problem and the
first eigenvalue can be easily computed via Arnoldi’s method [29]. For the competition
model (1.6), the discretization leads to a system of ordinary differential equation. We then
integrate in time by using Matlab built-in function “solver” which was designed to solve
system of ordinary differential equations. The equilibrium results shown in the following
figures are obtained when the difference between the solutions of two successive iterations
is less than ǫ = 1.e − 10 or the iteration count reaches 30000.

5.1 Principal Eigenvalue for Mixed Random and Nonlocal Dispersal Op-

erator

In the first simulation shown in Figure 1, we demonstrate how the first eigenvalue λ1(d, τ, q)
of (1.3) monotonely increases with respect to the first argument d in two different sizes of
the domain (a) p = 1, (b) p = 5. The function q is defined as q(x) = 16(x(p−x))2/p4+0.5.
τ1 = 0.1 and τ2 = 0.9, respectively. The vertical black lines indicate the boundaries of
the conditions (1.4) and (1.5). We choose d2 = 0.001 and vary d1. It is clearly that the
numerical results matched with Theorem 1.1 that λ1(d1, τ1, q) < λ1(d2, τ2, q) when (1.4)
is satisfied while λ1(d1, τ1, q) > λ1(d2, τ2, q) when (1.5) is satisfied. In between d∗ and d∗,
there exists a critical dc such that λ1(dc, τ1, q) = λ1(d2, τ2, q).
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Figure 2: (a) The eigenvalue λ1 varies with respect to τ for p = 0.5π (b) The eigenvalue λ1

varies with respect to τ for p = 4π (c) λ1(τ)−λ1(0) varies with respect to τ for p = 2.01π

In the second example, we study how λ1(d, τ, q) varies with respect to the second
argument τ . Unlike monotonicity increasing in d1, the relationship between λ1 and τ are
much more complicated. It depends on the parameter p. In Figure 2, we show how λ1

changes for (a) p = 0.5π, (b) p = 4π and (c) p = 2.01π. Here q(x) = 1.6(x(p−x))2/p4+0.5,
δ = 16π and d = 1. We see that λ1 is monotonely increasing in τ for p = 0.5π (see Corollary
1.2) while λ1 is monotonely decreasing in τ for p = 4π. In the last subfigure of Figure 2,
the result for p = 2.01π is shown. Instead of showing λ1(τ), we show λ1(τ) − λ1(0) for
p = 2.01π because the variation of eigenvalue is small (only 10−6). The first eigenvalue
varies with respect to τ neither in monotonely increasing nor monotonely decreasing way.

5.2 Competition Model

In Figure 3, we show how the equilibrium state of u and v of the competition model
(1.6) varies with respect to du. We choose a(x) = 16(x(p − x))2/p4 + 0.5, τ1 = 0.1,
τ2 = 0.9, dv = 0.05, p = 1, and δ = 4π. The initial conditions are u = 1 + 0.25 cos(2πx)
and 1 + 0.25 sin(2πx). We observe that if du/dv < d∗ ≈ 6.21635, then (u∗, 0) is globally
asymptotically stable; if du/dv > d∗ = 9, then (0, v∗) is globally asymptotically stable (See
Theorem 1.3). In the last subfigure of Figure 3, the maximum of u and v are plotted with
respect to du to show the transition of stable steady states. In this example, the transition
happens once (around du ≈ 0.367) in the region d∗dv < du < d∗dv rapidly. Whether this
is a general behavior requires further investigation.

In Figure 4, we show how the equilibrium state of u and v of the competition model
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(1.6) varies with respect to du for a larger period p = 4π. The rest of parameters and
initial conditions are the same as the previous example. We also observe that if du/dv <
d∗ = 17/73, then (u∗, 0) is globally asymptotically stable; if du/dv > d∗ = 9, then (0, v∗)
is globally asymptotically stable. In the last subfigure of Figure 4, the maximum of u
and v are plotted with respect to du to show the transition of stable steady states. In
this example, the transition also happens only once (around du ≈ 0.0175) in the region
d∗dv < du < d∗dv rapidly and it is very close to d∗dv . Comparing the first subfigure in
Figure 3 and the third subfigure In Figure 4, two simulations have the same parameters
except p. We see that (u∗, 0) is globally asymptotically stable with p = 1 while (0, v∗)
is globally asymptotically stable with p = 4π. This indicates that Corollary 1.4 cannot
apply to general p.
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with respect to du.

27



[10] J. Coville, On a simple criterion for the existence of a principal eigenfunction of some
nonlocal operators, J. Differential Equations 249 (2010) 2921-2953.

[11] J. Coville, J. Davila and S. Martinez, Nonlocal anisotropic dispersal with monostable
nonlinearity, J. Differential Equations 244 (2008) 3080-3118.

[12] J. Coville, J. Davila, and S. Martinez, Existence and uniqueness of solutions to a
nonlocal equation with monostable nonlinearity, SIAM J. Math. Anal. 39 (2008)
1693-1709.

[13] J. Dockery, V. Hutson, K. Mischaikow, and M. Pernarowski, The evolution of slow
dispersal rates: a reaction-diffusion model, J. Math. Biol. 37 (1998) 61-83.

[14] W. Fagan and F. Lutscher, Average dispersal success: Linking home range, dispersal,
and metapopulation dynamics to reserve design, Ecol. Appl. 16 (2006) 820-828.

[15] B. Gustafsson, H.-O. Kreiss, and J. Oliger, Time-dependent Problems and Difference
Methods, Wiley-Interscience, New York, (1995).

[16] I. Hanski, Metapopulation Ecology, Oxford Univ. Press, Oxford, 1999.

[17] A. Hastings, Can spatial variation alone lead to selection for dispersal? Theor. Pop.
Biol. 24 (1983) 244-251.

[18] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in
Math. 840, Springer-Verlag, Berlin, 1981.

[19] G. Hetzer, W. Shen, and A. Zhang, Effects of spatial variations and dispersal strate-
gies on principal eigenvalues of dispersal operators and spreading speeds of monostable
equations, Rocky Mountain Journal of Mathematics, to appear.

[20] G. Hetzer, T. Nguyen and W. Shen, Coexistence and extinction in the Volterra-Lotka
competition model with nonlocal dispersal, submitted.

[21] V. Hutson and M. Grinfeld, Non-local dispersal and bistability, Euro. J. Appl. Math
17 (2006) 221-232.

[22] V. Hutson, S. Martinez, K. Mischaikow, and G.T. Vickers, The evolution of dispersal,
J. Math. Biol. 47 (2003) 483-517.

[23] V. Hutson, W. Shen and G.T. Vickers, Spectral theory for nonlocal dispersal with pe-
riodic or almost-periodic time dependence, Rocky Mountain Journal of Mathematics
38 (2008), 1147-1175.

[24] Y. Jin and M.A. Lewis, Seasonal influences on population spread and persistence in
streams II: Critical domain size, SIAM J. Appl. Math., to appear.

[25] C.-Y. Kao, Y. Lou and W. Shen, Random dispersal vs non-local dispersal, Disc. Cont.
Dynam. Sys. Series A, 26 (2010) 551-596.

[26] R.W. van Kirk and M.A. Lewis, Integrodifference models for persistence in fragmented
habitats, Bulletin of Mathematical Biology 59 (2007) 107-138.

28



[27] R.W. van Kirk and M.A. Lewis, Edgepermeability and population persistence in
isolated habitat patches, Natural Resources Modeling 12 (2009) 37-64.

[28] C. T. Lee, M. F. Hoopes, J. Diehl, W. Gilliland, G. Huxel, E. V. Leaver, K. McCain,
J. Umbanhowar and A. Mogilner, Non-local concepts and models in biology, J. theor.
Biol. 210 (2001) 201-219.

[29] R.B. Lehoucq, D.C. Sorensen and C. Yang, ARPACK Users Guide: Solution of large-
scale eigenvalue problems with implicitly restarted Arnoldi methods, SIAM Publica-
tions, Philadelphia, 1998.

[30] S.A. Levin, H.C. Muller-Landau, R. Nathan and J. Chave, The ecology and evolution
of seed dispersal: a theoretical perspective, Annu. Rev. Eco. Evol. Syst. 34 (2003)
575-604.

[31] W.-T. Li, Y.-J. Sun, and Z.-C. Wang, Entire solutions in the Fisher-KPP equation
with nonlocal dispersal, Nonlinear Anal. Real World Appl. 11 (2010), 2302-2313.

[32] G. Lindfield and J. Penny, Numerical Methods Using MATLAB, Prentice Hall New
Jersey, 2000.

[33] F. Lutscher, Non-local dispersal and averaging in heterogeneous landscapes, Applica-
ble Analysis 89 (2010) 1091-1108

[34] F. Lutscher, E. Pachepsky and M.A. Lewis, The effect of dispersal patterns on stream
populations, SIAM Appl. Math. 65 1305-1327.

[35] T. Nagylaki, Clines with partial panmixia, preprint, 2011.

[36] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential
Equations, Springer-Verlag New York Berlin Heidelberg Tokyo, 1983.

[37] W. Shen and A. Zhang, Spreading speeds for monostable equations with nonlocal
dispersal in space periodic habitats, J. Differential Equations, 249 (2010) 747-795.

[38] W. Shen and A. Zhang, Stationary solutions and spreading speeds of nonlocal monos-
table equations in space periodic habitat, Proc. Amer. Math. Soc., to appear.

[39] N. Shigesada and K. Kawasaki, Biological invasions: Theory and practice, Oxford
University Press, 1997.

[40] J. Skellam, Random dispersal in theoretical populations, Biometrika 38 (1951) 196-
218.

29


